Unified Cross—-modal Translation of Score Images, Symbolic Music, and Performance Audio
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The first successful end-to—end system that converts sheet music images directly into performance audio(I2A).
State—of-the-art results in core tasks such as Optical Music Recognition (OMR).
Introduction of the YouTube Score Video (YTSV) dataset, with over 1,300 hours of paired score images and performance audio.
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Overview
- Music can be represented in different formats—score images, music notation {e.g., Mu- Optical Music Recognition Audio Synthesis
sicXML), MIDI, and audio—yet most existing methods focus on only one or two tasks {(e.g., = =
Optical Music Recognition, Automatic Music Transcription) separately. Score Image @ Notation l@l MIDI <:,| Audio
= This research proposes a unified framework approach to simultaneously learn multiple Music Engraving Automatic Music Transcription

cross—modal music translation tasks along the model directions.

= By training with far-modal translations, the model implicitly learns to bridge intermediate

steps, which enhances performance on related near-modal tasks. Audio-to-1 mage Direction

- Four modalities of music representation in the modal spectrum, along with six cross—maodal translation tasks
Image-to-Audio

YouTube Score Video {(YTSV) Dataset

= 12,217 videos, 433,920 image-audio pairs, totaling about 1,341 hours of music.
Audio-to-Image = Alignment of sheet images (slide by slide) with recorded performance audio.
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Model Architecture - Emphasis on classical piano, smaller ensembles {string quartets, etc.), covering a diverse

repertoire.
- Single seq2seq transformer encoder-decoder with a unified vocabulary across image,

audio, and symbolic tokens. Page 0: 00:03.272 Page 1: 00:10.127 Page 2: 00:21.363 Category Videos Segments Duration (hrs)

= Transformer sub-decoder for decoding the multi-codebook RVQ tokens. Solo Piano 9,052 232,029 76234
A dSolo 912 47373 141.83
= Two main model directions: String Quartet 594 48470 138.48
i Others (Chamber) 1,659 106,048 298.65
Image—TAudlo (12A): OMR (image—LMX), Performance Audio Synthesis(MIDI-to-audio), Towl 12217 433920 1341
and the image-to-audio task.
Audio—Image (A21): AMT(audio—to-MIDI), Engraving{LMX-to-image), and the audio—to— An example of score-following video on YouTube Data distribution of the YouTube Score Video dataset
image task. Slides of sheet music are aligned to the correspanding points in
audio. Each systems are then cropped out from the slides.
Evaluation Method & Results
o Optical Music Recognition{OMR) o Automatic Music Transcription{AMT) o MIDI-to-Audio{M2A; Performance Audio Synthesis)
= Symbol Error Rate (SER) metric on LMX * Note-F, score implemented in the + Transcribe the output audio with Onsets and Frames model™ and calculate Note-F,
token sequences. mir—eval library.[2 score on 3 different onset thresholds {50, 100, 200ms).
ol OLiMPIC BPSD Method MusicNetsar | \iaeeTro * Frechet Audio Distance (FAD)"! as a general audio quality metric.
Synth  Scanned | Scanned B . S;lf 7% —
OMR-onl 1590 2458 4539 -only - X - Fi T ) Ground Truth
+ Imagetn-Audio || 1057 1545 | 2385 + Audio-to-Image || 87.28 72.61 89.38 Method S0ms _ 100ms _200ms | LD ¥ (5] Grouns Tt !
+ MDLto-Audio || 972 13.67 2336 + LMX-to-Image || 87.25 7552 89.45 MIDI-to-Audio Only || 26.61 64.86  88.20 | 0.201
Zous 1010 1445 3124 Maman e al. [39] || 800  87.5 89.7 + OMR + 2A 3937 6663  84.66 | 0.143
= 5 : Chang et al. [18] 91.32 83.46 96.98 MSD [51] 8382 90.63 9228 | 0.229 - _
i 5! is (b) d ibed
OMR Results in SER, compared to Zeusft. Lower s better. AMT results in note onset F, scare for test set, compared MIDI-to-audio synthesis accuracy in F, and FAD on BPSD Sl et N
to Maman etal. {2022)8). Higher is better.
o Audio-to-Image(A2I) = Image-to-Audio(I2A) (c) DTW Allgnment of (&) on (a)
. EMD | o - .
+ Evaluate the results by comparing LMX token Method Pitch _ Duration + Calculate Note-F, score and FAD like in M2A, but apply Dynamic Time-Warping(DTW)
histograms from generated and ground truth Alfli\z;rm-lmage Only ‘Zkgggg 84223 between the transcribed MIDI and the ground truth MIDI, before calculating Note-F, score.
. y . + i .
scores using Earth Mover's Distance (EMD). + LMX-to-Image |l 26350 04317 = In the "multi stage” strategies {Image — MusicXML = MIDI = Audio), pre-trained models
- Compute EMD separately for pitch and duration gg&;dﬁzmﬂfﬁgfeh“ g-‘gggé 8‘?23? to perform each translation step as a baseline: Zeus!" for OMR, VirtuosoNet!®! for perfor-
tokens, with +1 shift for durations to account for  GT Image 04865  0.1113 mance modeling, and Music Spectrogram Diffusion!” for audio synthesis.

meter mterpretatlon differences. Audio-to-image generation accuracy in EMD on BPSD

[ Metric Fy Score T FAD | MOS T
Method | Dataset BPSD YTSV-TIT BPSD | YTSV-TI1 BPSD-T12

i * | Onset Tolerance / Criteria || 50ms__100ms__200ms | 50ms__100ms__200ms | — = NF | PN | AQ
i 8 Direct I2A: YTSV-P (I2A Only) 2349 3451 4415 [ 2705 4332 53.02 | 0.422 0317 126 [ 1.52 | 2.05
il il Direct I2A: OMR + I2A 4867 6430 7401 |51.60 67.92 7598 | 0.098 0.056 — — —
¥ Al Direct I2A: OMR + I2A + M2A 4836 64.63 7492 | 52.66 6845 76.24 | 0.081 0.055 3.92 | 3.51 | 3.50
4 | "l Multi-stage: OMR + I2A+ M2A 5091 7040  79.96 — — — 0.137 = 321 [ 275 | 3.07
i : Multi-stage: Zeus — VNet — MSD |[| 4552  59.35  69.36 — = — 0.330 = 237 ]| 2.21 | 2.66
al > DAC Reconstruction (Upper-bound) [ 68.83 8239 8747 | 8228 8643 83.76 | 0.050 0.035 = ===
po > Ground Truth (MOS Upper-bound) — — — — — —_ — 4.80 | 4.68 | 4.24

Histograms of prediction/GT pitch tokens Accuracy of image-to-audio generation in terms of note onset F, score and FAD
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